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ABSTRACT
In this talk, we will report initial results from the world’s first ISP-scale field trial of a refraction networking system. Refraction networking is a next-generation censorship circumvention approach that locates proxy functionality in the middle of the network, at participating ISPs or other network operators. We built a high-performance implementation of the TapDance refraction networking scheme and deployed it on four ISP uplinks with an aggregate bandwidth of 100 Gbps. Over one week of operation, our deployment served more than 50,000 real users. The experience demonstrates that TapDance can be practically realized at ISP scale with good performance and at a reasonable cost, potentially paving the way for long-term, large-scale deployments of TapDance or other refraction networking schemes in the future. We will close by discussing interactions between refraction networking and emerging web standards.

1 INTRODUCTION
Censorship circumvention tools typically operate by connecting users to a proxy server located outside the censoring country [2, 11, 14, 17]. Although existing tools use a variety of techniques to conceal the locations of their proxies [3, 7, 12, 16, 18], governments are deploying increasingly sophisticated and effective means to discover and block the proxies [5, 6, 19].

Refraction networking [15] is a next-generation circumvention approach with the potential to escape from this cat-and-mouse game. Rather than running proxies at specific edge-hosts and attempting to hide them from censors, refraction works via Internet service providers (ISPs) or other network operators, who provide censorship circumvention functionality for any connection that passes through their networks. To accomplish this, clients make HTTPS connections to sites that they can reach, where such connections traverse a participating network. The participating network operator recognizes a steganographic signal from the client and appends the user’s requested data to the encrypted connection response. From the perspective of the censor, these connections are indistinguishable from normal TLS connections to sites the censor has not blocked. To block the refraction connections, the censor would need to block all connections that traverse a participating network. The more ISPs participate in such a system, the greater the extent of collateral damage that would-be censors would suffer by blocking the refracted connections.

A variety of refraction networking systems have been proposed in recent years [1, 4, 9, 10, 20, 21], representing different trade-offs among practicality, stealthiness, and performance. The basic idea is to watch all of the traffic passing through a router, selecting flows which are steganographically tagged as participating in the protocol, and then modifying that traffic by extracting and making the encapsulated request on behalf of the client. While each of these schemes has been prototyped in the lab, implementing refraction within a real ISP poses significant additional challenges. An ISP-scale deployment must be able to:

- Identify client connections on high-speed backbone links operating at 10–40 Gbps or more. This is at the limits of commodity network hardware.
- Be built within reasonable cost constraints, in terms both of required hardware and of necessary rack space at crowded Internet exchange points.
- Operate reliably without disrupting the ISP’s network or the reachable sites clients connect to.

1Previous works used the term decoy routing, which confusingly shares the name of a specific refraction scheme. We use refraction networking as an umbrella term to refer to all schemes.
• Have a mechanism for identifying reachable sites for which connections pass through the ISP, and for disseminating this information to clients.
• Coordinate traffic across multiple Internet uplinks or even multiple ISPs.

To demonstrate that these challenges can be solved, we constructed a large trial deployment of the TapDance refraction scheme [20] and operated a trial deployment in partnership with two mid-sized network operators: a regional ISP and a large university. Our goal was to understand: (i) the scale of traffic a refraction system built within reasonable constraints today can realistically process, (ii) the experience for users of refraction in contrast to traditional proxy-based circumvention, and (iii) the impact on ISPs of operating refraction infrastructure.

This talk will present initial results from that deployment, first reported in our FOCI’17 paper [8]. We will discuss the design and engineering considerations that we dealt with in its construction, and we will present data supporting the real-world practicality of refraction at ISP scale. We will close by discussing potential future interactions between refraction networking and emerging web standards such as HTTP2, TLS1.3, and QUIC.

2 DEPLOYMENT DETAILS
We partnered with two network operators: Merit Network, a medium-sized regional ISP and University of Colorado Boulder, a large public university. We worked with each to deploy TapDance stations in a configuration that would have visibility into most of the traffic entering and exiting their respective autonomous systems. In all, we deployed four stations, with three at Merit and one at the University of Colorado.

Bandwidth and traffic volume varied by station location, with two of the stations (both at Merit) operating on 40 Gbps links and the other two on 10 Gbps links. Space constraints at the peering locations limited each TapDance station to a single commodity 1U server.

To efficiently process packets at 40 Gbps line rates, our implementation is built on the PF_RING library and kernel driver [13], operating in zero-copy mode. By splitting incoming traffic onto multiple cores we were able to handle full line rate traffic with only occasional dropped packets, which, due to the design of TapDance, do not interfere with the normal operation of an ISP.

Our four stations ran on a total of 34 cores (excluding a dedicated PF_RING core per station), with the most loaded station using 14 cores. These 34 cores were able to comfortably handle a peak of close to 14,000 new TLS connections per second, with each connection being checked for a TapDance-tagged request. Our experience demonstrates that, even in large installations, a software-based implementation of TapDance can be practical, avoiding the need for costly specialized hardware.

3 USER TRAFFIC
Over the trial, we served over 50,000 unique users, according to Psiphon statistics. At peak, TapDance served over 4,000 users simultaneously, with peaks on a single station over 3,000 concurrent users.

During the trial, we also measured the impact of multiple clients using the same site to reach TapDance. Over the approximately 450 hosts available, the median load remained generally evenly spread, with the typical site seeing around 5 clients connected simultaneously, with only 10% of sites ever having more than 20 simultaneous users.
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